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Abstract. The popularity of modern competitive gaming (or e-sports) has sky-

rocketed in the past decade. A key part of e-sports is the spectating experience 

where fans watch tournament games through a camera of the observer. Bigger 

tournaments hire professional human observers with high-end tools to monitor 

important events in the game map for broadcasting the game. This setup is prone 

to errors. It results in missing important events within the game and lowers the 

spectating experience overall. It is also not sustainable in long-term and not af-

fordable for the small-scale tournaments. This paper proposes a novel method of 

automated camera movement control using the AdaRank learning-to-rank algo-

rithm to find and predict important events so the camera can be focused on time. 

The Dota 2 game setup and its replay data are used in extensive experimental 

testing. The proposed method has shown to outperform the accuracy of both a 

past machine learning approach and a professional team of human observers. 
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1 Introduction 

Competitive gaming also called as e-sports, is a fast-growing industry with almost a 

billion dollar in revenue that attracts millions of dedicated players and fans world-wide 

[1–3]. Many tournaments covering different games, ranging from small online compe-

titions to large international ones, are organised every day. The increasing interest in e-

sports and exponential growth in fan-base have resulted in some of these tournaments 

to offer a gigantic prize pool. For example, Dota 2’s International offers a total prize 

pool of US$24.6 million, exceeding the financial prestige of many traditional sports 

events such as The Masters in golf [1]. 

With more fans following the games of their favourite e-sports teams, broadcasting 

of competitive matches has become a key business of the industry. Large studios bid 

for tournament broadcasting rights and employ many casters (i.e., the game commen-

tators) and observers (i.e., the camera operators tasked for observing and capturing im-

portant events in the game). In comparison to traditional sports like football where im-

portant events tend to occur around a single focal point (e.g. the ball), observing an e-

sports game is more challenging as multiple important events can occur simultaneously 

on different parts of the game  [4]. To solve this problem, studios commonly invest in 
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multiple dedicated observers, large screens, and the state-of-the-art visual and record-

ing tools for the large tournaments. However, this setup is not affordable for smaller, 

online tournaments is not sustainable in long-term. Moreover, it is prone to missing 

important events, thus limiting the spectating experience for many fans. 

As an alternative to human observers, automated methods have been proposed. Past 

approaches include using a machine learning model to predict the occurrence of im-

portant events, then apply a heuristic camera controller to focus on certain entities in 

the game [5]. These approaches have been reported to be inaccurate, missing many 

important events and reducing overall spectating experience [5, 6]. 

To provide a more accurate and affordable camera operation, this paper proposes a 

novel method based on learning-to-rank. Instead of predicting the occurrence of im-

portant events explicitly, we propose to rank entities based on their respective im-

portance values. An entity’s importance is calculated as the sum of related events val-

ues. We train an AdaRank [7] model to produce this ranking ahead of time and use a 

simple camera controller to focus on the top entities. To the best of our knowledge, this 

is the first work where the camera control in e-sports is predicted using a learning-to-

rank model.  

The proposed method is evaluated using a past matches replay data of a popular 

game, Defense of the Ancients 2 (Dota 2) [8]. We identified entities to be ranked as 

player-controlled heroes and produced a dataset annotated with important events re-

trieved from the game. Empirical analysis reveals that the proposed method outper-

forms a past automated approach and a professional team of human observers in accu-

rately predicting important events and focusing the camera on top important entities 

ahead of time. This approach is a step forward in providing quality spectating experi-

ence for an audience of this growing industry. 

2 Background and Related Work 

E-sports is a term commonly used to refer to competitive video gaming coordinated by 

different leagues, ladders, and tournaments and watched by fans over internet broad-

casting platforms [3]. There are many popular titles/games in e-sports, such as Dota 2, 

League of Legends, Fortnite, Counter Strike and Overwatch, bringing diverse games 

play and significant audience. Computer games and e-sports have been a subject of past 

machine learning research, focusing efforts in building game platforms [9], predicting 

winners of games [10] and building intelligent bots [11, 12]. 

While significant efforts have been devoted to building game platforms, and training 

players and bots in making intelligent moves, the research problem of spectating expe-

rience has not received much attention. Due to the overall increased interest in e-sports 

games, the exponential growth of fan base and wide availability of high-speed Internet 

access for video streaming [3], this problem has become increasingly important. Appli-

cation of automated camera system is not new to traditional sports. For instance, Pix-

ellot [13] is an automated camera system used in the broadcasting of a diverse range of 

sports including football, basketball, and rugby. It utilises multiple sensors and cameras 

which are connected to an autonomous server that controls the point of focus. 
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Specific to e-sports, many games have a built-in automated camera in their spectat-

ing system. For example, in Dota 2 and League of Legends, there is a camera system 

available in spectator mode called directed camera [14, 15]. Although no official doc-

umentation regarding details of their approach can be found, we believe they implement 

a mixture of heuristics and machine learning algorithms to follow events in a game 

automatically. These built-in systems, however, are known to regularly miss important 

events and produce unsatisfactory spectating experience [6]. 

The following work comes closest to the proposed method. A K-Nearest Neighbour 

(KNN) model was used to perform event classification on game entities [5]. The pre-

dicted events are then used as an input to a heuristic-based camera controller. At a given 

timeframe, each game entity is labelled with up to 6 different game events. The dataset 

included the entity features computed based on movements, combat activities and dam-

age received. 

Based on visual empirical analysis with human viewers, the resulting camera move-

ments in [5] were found to miss important events and jumped too much between entities 

in the game. Many viewers thought the default directed camera performs better. The 

model has shown overfitting and poor performance on test data as it was trained on the 

data of a single match only. In addition, the camera movement is highly dependent on 

a complex, game specific heuristic and not extendable to any other e-sports. 

 To overcome problems with past approaches, this paper offers a different perspec-

tive. Instead of explicitly finding and focusing the camera on important events, we fo-

cus on important entities involved in these events. We hypothesize that predicting the 

actual importance of entities is not important, instead, we use a learning-to-rank model 

to produce optimal ordering. The model is trained on large amount of past replay data 

to prevent overfitting. To ensure this method is extendable to other e-sports games, we 

implement a simple heuristic that rely on the top-ranked entities output by the model. 

This approach results in a camera that exceed accuracy of human observers and still 

produce smooth spectating experience. 

3 Proposed Method 

To enable accurate and smooth automated camera movements, we propose a method 

based on a learning-to-rank model. The proposed method (shown in Fig. 1) contains 3 

components: 1) a game data parser; 2) an Ada-rank model, and 3) a camera controller. 

In maximising spectating experience, the camera needs to show important events 

and related entities as they take place. We conjecture that the model should be trained 

to rank entities based on future importance. We define a parameter 𝛿, time duration 

when future importance values of entities are computed. For each e-sport match, start-

ing at timestamp 𝑡 = 0, we first apply the game data parser to extract game logs, per-

form data pre-processing and produce features based on condition and interactions of 

entities at 𝑡. During the training process, we label each entity in the dataset with im-

portance value based on events taking place between 𝑡 and 𝑡 + 𝛿. This allows the model 

to predict entity importance ahead of time. The most important entities output by the 
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model is then followed by the camera controller until 𝑡 + 𝛿 and this process is repeated 

until the match ends. Different values of 𝛿 were tested to find the optimal value. 

 

 

Fig. 1. Components in the proposed method. 

3.1 The Learning-to-rank model 

In observing an e-sports match, the camera is expected to follow entities involved in 

important events, such as scoring, killing opposition team or achieving a specific goal. 

Assuming importance values of all events can be correctly quantified, the importance 

of an entity can be determined by the sum of all events’ importance the entity has been 

involved in. In predicting these important entities, we conjecture that the actual im-

portance value is not significant, instead, we need to optimise the ordering of the top 

entities. Therefore, we model the problem of finding entity importance as the entity 

ranking problem and propose to solve it using a learning-to-rank model. 

Learning-to-rank is a class of machine learning techniques to solve the ranking prob-

lem [16]. In Information Retrieval, it is commonly used to order a set of documents 𝑫 

optimally based on a query 𝑞 by utilizing a ranking model 𝑓(𝑞, 𝑑), 𝑑 ∈ 𝑫 [17]. Learn-

ing-to-rank is considered as supervised learning which requires document-query pairs 

labelled with relevance judgement. There are two types of data labelling in learning-to-

rank: absolute judgment and relative judgement. Absolute judgment compares the doc-

ument directly to the query independently to other documents, while in relative judge-

ment, all relevant documents are ranked together based on preference [18]. We em-

ployed relative judgement in this work because the relevance of a game entity is relative 

to other entities. 

There are three major approaches to learning-to-rank: 1) pointwise which aims to 

assign each document-query pair with a relevancy score; 2) pairwise that investigates 

ranking as a comparison over pairs of documents; and 3) listwise that tries to produce 

optimal ranking in the entire list of documents. We choose listwise approach as it has 

been shown to generally outperform the other methods [16] and it fits to the ranking 

problem of entities in an online game more naturally. 

To formally define the problem, let 𝑻 be the set of all timestamps sampled every 

time interval 𝛿 from an e-sport match. For each 𝑡 ∈ 𝑻, let 𝑬𝒕 = {𝑒𝑡,1, 𝑒𝑡,2, … , 𝑒𝑡,𝑛} be 

set of 𝑛 game entities to be ranked, 𝒀𝒕 = {𝑦𝑡,1, 𝑦𝑡,2, … , 𝑦𝑡,𝑛} be the set of label im-

portance values and 𝑦𝑡,𝑖 ∈ 𝒀𝒕 be the importance label of 𝑒𝑡,𝑖 ∈ 𝑬𝒕 . Depending on the 

context of the game (e.g. games where entities could be summoned or killed), the value 
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of 𝑛 could increase or decrease over different 𝑡s. In computing 𝑦𝑡,𝑖, we consider all 

important events 𝒗 occurring between 𝑡 to 𝑡 + 𝛿 that 𝑒𝑡,𝑖 is involved in. This way of 

labeling allows the model to predict important entities before they are involved in future 

important events. 

Suppose a feature vector X𝒕 = {𝑥𝑡,1, 𝑥𝑡,2, … , 𝑥𝑡,𝑛} is created at every 𝑡 using feature 

function 𝜙, with 𝑥𝑡,𝑖 = 𝜙(𝑡, 𝑒𝑡,𝑖). We present a training example as 𝑺𝒕 =

{(𝑥𝑡,1, 𝑦𝑡,1), (𝑥𝑡,2, 𝑦𝑡,2), . . . , (𝑥𝑡,𝑛, 𝑦𝑡,𝑛) }. The proposed listwise learning-to-rank 

model learns a ranking model 𝑓(𝒙𝒕,𝒊) such that 𝑬𝒕 is sorted by 𝒀𝒕 in descending order. 

Objective Function. To produce an accurate entity ranking, we employed Normalised 

Discounted Cumulative Gain (NDCG) as the listwise objective to optimise. NDCG uses 

a graded relevance and discount function which allows a listwise algorithm to prioritise 

top-ranked entities in the optimisation process [19]. 

Let 𝑓 be a ranking model trained on a dataset 𝑺𝒕 as described before. Suppose |𝑬𝒕| 
be the list of entities sorted according to their respective 𝒀𝒕. NDCG of 𝑓 on 𝑺𝒕 for top 

𝑘 (𝑘 ≤ 𝑛) entities is computed as follows [12]: 

𝑁𝐷𝐶𝐺𝑘(𝑓, 𝑺𝒕) =
𝐷𝐶𝐺𝑘(𝑓, 𝑺𝒕)

𝐼𝐷𝐶𝐺𝑘(𝑺𝒕)
 

Where DCG (Discounted Cumulative Gain) can be computed by: 

𝐷𝐶𝐺(𝑓, 𝑺𝒕)𝑘 = ∑
2𝑦𝑡,𝑖 − 1

𝑙𝑜𝑔2(𝑖 + 1)

𝑘

𝑖=1

 

And IDCG (Ideal Discounted Cumulative Gain): 

𝐼𝐷𝐶𝐺𝑘 = ∑
2𝑦𝑡,𝑖 − 1

𝑙𝑜𝑔2(𝑖 + 1)

|𝑬𝒕|

𝑖=1

 

AdaRank. We implemented AdaRank [7] as the learning-to-rank model. Compared to 

other learning-to-rank algorithms, AdaRank can optimise any query-based performance 

measures with values in the range of [-1,+1] efficiently, by fitting the chosen NDCG 

optimisation function [7]. It also provides a practical framework for ranking which as-

sumes that the document pairs for the same query are independently distributed. 

AdaRank focuses on training the top of document list and it treats queries, not document 

pairs. Thus, the algorithm is not biased toward queries with a higher number of docu-

ment pairs, which is important in games where a number of entities 𝑛 could change as 

the game progresses (such as first-person shooting games, where entities/players could 

die and get eliminated from the game). 
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3.2 Camera Controller 

The proposed camera controller component follows a simple heuristic and takes the 

top-2 ranked entities as input. As per the heuristic, the top-ranked entity should always 

be on camera between two consecutive time frames, 𝑡 and 𝑡 + 𝛿. For the second top 

ranked entity, the camera controller follows how close it is to the first entity. If the two 

entities are within the reach of camera frame, the controller will focus on the midpoint 

of these two entities. An illustration of this heuristic is presented in Figure 2. 

Fig. 2.  A heuristic algorithm for setting camera focus given top-ranked entity (1) and second-

ranked entity (2). At a), the distance between (1) and (2) is too large, therefore the camera only 

focuses on (1). At b), (1) and (2) are close, thus the camera captures both. 

4 Empirical Analysis 

4.1 Selection of E-sports Game 

In this paper, we train the learning-to-rank model and build the camera controller based 

on Dota 2 (Defense of the Ancients 2). Dota 2 is a free to play MOBA (Multiplayer 

Online Battle Arena), released in 2013 by Valve Corporation. It is one of the most 

popular games in the world with a large and mature e-sports scene [1, 8]. This game is 

chosen due to its wide popularity as well the authors’ sound knowledge of the game 

and its mechanics. 

A Dota 2 match has 10 players divided into 2 teams, the Radiant (green) and the 

Dire (red), each with bases located at different ends of the map. At the start of a match, 

each player chooses to play a hero. There are 115 heroes available to play, each with 

different abilities, attributes, and roles in the team. Each player can only choose one 

hero at the start of the game. The game is played on a large map with buildings (towers, 

barracks), creeps/minions, neutral creeps and the largest neutral creep called Roshan. 

The objective of the game is to destroy the opposing team’s largest building called 

Ancient located in their base while keeping your team’s Ancient alive. A Dota 2 match 

usually lasts between 30-50 minutes. 

Like traditional sport, fans can spectate live matches in Dota 2 game client. At any 

given time, only a small portion of the map is visible to the camera, as illustrated in 

Figure 3. Everyone can control their own camera and focus on different parts of the 

map through mouse movement. However, with the vast size of the Dota 2 game map 
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and many events occurring simultaneously at the same time, it is difficult to watch rel-

evant events. In a common tournament spectating setting, fans follow the movement of 

the tournament official observer camera.  

 

Fig. 3. Dota 2 game map, showing bases of Radiant (green) and Dire (red) teams. The markers 

on the map represent towers (T), barracks (B), ancients (A), Roshan (R), arrows (5 Dire heroes) 

and teardrops (5 Radiant heroes). The green trapezium tagged by the blue oval illustrates a 

portion of the map available to see for a spectating camera. 

4.2 Dataset 

The dataset is constructed from the game logs of Dota 2 matches taken place between 

October-November 2017 in Dreamleague. To acquire the relevant features, we down-

loaded replay files through Valve’s API and OpenDota API [9]. Using these files, we 

extracted the following three main log files using the Clarity file parser [20]: 

1. Combat logs: a detailed damage/heal information for every entity in the game in-

cluding tick (server time), inflictor, receiver, the value of damage/heal, health value 

before and after the event. 

2. Life state logs: a death/spawn information for heroes, buildings, and Roshan. 

3. Property change logs: a history of property (e.g. health point, mana point, level, 

location and net worth) of heroes throughout the game. 

We process log entries from combat and property change logs to generate features for 

each player’s hero. Over every time interval 𝛿, we produced critical features for each 

hero including health, mana, alive status, modifier status, distance from other important 

entities and damage/heal received and given. A total of 1502 numerical and binary fea-

tures were generated.  Dota 2 server could produce log entries every tick (1 tick = 1/30 

second), thus time interval value 𝛿 onward will be in tick unit. 

We used these three logs to identify important events and assign a value/weight to 

each event and subsequently to each hero. For instance, the kill events are labelled by 

utilising hero spawn/death recorded in life state log and hero to Roshan damage are 

identified through significant damage Roshan received from that hero in the combat 
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log. There are many events considered as important in a Dota 2 match, including hero 

kills/team fights, tower, and barrack destructions, and Roshan kills. 

To quantify the importance of different events, we constructed an arbitrary im-

portance structure in Table 2. The value of each type of event is set based on impact 

these events make to the game. For example, killing a hero eliminates it temporarily 

from the game and weakens the opponent team, while destroying a tower or barracks 

allow you to advance further to the Ancient. The significant combat damages indicate 

an attempt to fight and should be shown to the spectators. Different e-sports will require 

different events importance structure, but it is easily extendable. 

Table 1. Dataset statistics 

Statistics Training + validation Test 

Matches 14 7 

Avg. game length (mins:secs) 46:15 46:25 

Dimension (rows x features) 1,000,000 x 1502 366,700 x 1502 

Size (GB) 7.8 4.51 

 

Lastly, the dataset was transformed to Microsoft LETOR (Learning-to-rank) for-

mat. Each row contains a tick as ID, hero features, and relevance labelling. As there are 

maximum 10 heroes in any given time 𝑡, we assigned a degree of relevance of 10 to 

hero 𝑒𝑡,𝑖  with highest 𝑦𝑡,𝑖, 9 to the next highest, subsequently until 1 degree of relevance 

the lowest. If there is more than one hero with same 𝑦𝑡, they are assigned same degree 

of relevance. Table 3 shows a sample transformed data of 10 heroes in a tick. 

Table 2. Event importance hierarchy for Dota 2 

Event type Event name Value 

Death Roshan 75.0 

 Hero 60.0 

 Tower/barracks 60.0 

 Neutral 3.0 

 Creep 0.5 

Damage Hero to tower/barracks 4.0 

 Hero to hero 2.0 

 Hero to Roshan 2.0 

 Roshan to hero 2.0 

 Tower to hero 1.5 

 Hero to neutral 1.2 

 Creep to hero 0.5 

 Hero to creep 0.4 

Other Smoke usage 5.0 
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Table 3. A sample LETOR formatted row 

hero Importance Query ID F#1: 

Health 

F#2: Max 

health 

 F#1501: 

Stunned 

F#1502: 

Disabled 

#0 1.0 qid:52190 1:800.0 2:800.0 ... 1501:0.0 1502:0.0 

#1 10.0 qid:52190 1:1061.0 2:1240.0 ... 1501:0.0 1502:0.0 

#2 9.0 qid:52190 1:276.0 2:1080.0 ... 1501:0.0 1502:0.0 

#3 8.0 qid:52190 1:1326.0 2:1340.0 ... 1501:0.0 1502:0.0 

#4 7.0 qid:52190 1:1001.0 2:1540.0 ... 1501:0.0 1502:0.0 

#5 1.0 qid:52190 1:880.0 2:880.0 ... 1501:0.0 1502:0.0 

#6 1.0 qid:52190 1:1415.0 2:1620.0 ... 1501:0.0 1502:0.0 

#7 1.0 qid:52190 1:1180.0 2:1180.0 ... 1501:0.0 1502:0.0 

#8 6.0 qid:52190 1:454.0 2:1080.0 ... 1501:1.0 1502:0.0 

#9 5.0 qid:52190 1:991.0 2:1100.0 ... 1501:0.0 1502:0.0 

 

4.3 Implementation 

We used the AdaRank implementation from RankLib library [21]. All other compo-

nents from the data parser to camera controller are implemented in Python 3.6 using 

standard libraries (e.g. numpy, pandas and scikit-learn) running on Windows OS. 

 

4.4 Evaluation 

In this work, we performed the two-stage empirical analysis. Firstly, we test different 

values of time interval 𝛿. Lower 𝛿 allows the camera to change entities ranking more 

often and be more reactive to catch important events. However, very frequent camera 

movements could result in dizziness and unpleasant spectating experience, hence find-

ing optimal 𝛿 is important. 

Table 4. Hyperparameters settings 

Hyperparameter Values Details 

Time interval 𝛿 {15, 30, 60 and 120 

ticks} 

(0.5, 1.0, 2.0 and 4.0 

seconds respectively)  

Lower 𝛿 result in more responsive 

camera, at risk of dizziness and un-

pleasant spectating experience 

 

For each 𝜹 

Z-score Normal-

isation 

{yes, no} Features in the dataset are on different 

scale and variance. 

Tolerance {0.001, 0.002, 0.004} Tolerance between two consecutive 

rounds of learning in AdaRank. 

Higher tolerance should result in less 

epoch/training iteration, preventing 

overfitting at risk of underfitting. 
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For each 𝛿 tested, we performed a grid search on a set of hyperparameters (detailed 

on Table 4) and evaluate each combination using NDCG@2 on 5-fold cross validation. 

The optimal set is used to produce the best performing model for that specific 𝛿, then 

this model is evaluated on the test dataset. NDCG@2 is chosen as the implemented 

camera controller for Dota 2 takes top 2 entities as input. 

Next, to ensure the model and camera controller works well in capturing important 

events, we benchmarked the accuracy of the proposed method against 1) human ob-

servers and 2) KNN-based event classification method [5]. For human observers, we 

captured the Dreamleague 2017 observer team’s camera movement data from the re-

play files. For the KNN-based method, as described by the author, we used K=5 to yield 

the best result. 

5 Results 

5.1 NDCG 

Table 5 summarises the NDCG@2 evaluation values for various experiment settings. 

Our results show a gradual drop in NDCG@2 values from the best 15 ticks model to 

the 60 ticks model, followed by a significant drop for the 120 ticks model.  Low 𝛿 value 

(15 ticks) allows the model to only predict the occurrence of events in short immediate 

future, resulting in the better ranking model. However, based on this result, using 

slightly higher 𝛿 (at 60 ticks) does not significantly reduce the performance and is pref-

erable to produce reduce dizziness and produce a more pleasant spectating experience. 

Table 5. NDCG@2 evaluation of best hyperparameter set for each 𝛿 

Time interval 𝛿 Dataset 

5-fold cross training and validation Test 

15 ticks (0.5 second) 0.7147 0.7222 

30 ticks (1.0 second) 0.7095 0.7099 

60 ticks (2.0 seconds) 0.6911 0.6892 

120 ticks (4.0 seconds) 0.6354 0.6295 

Table 6.  Accuracy testing result on test data 

Time interval 𝛿  Total miss; % miss 

Our method KNN-based Human observers 

15 ticks (0.5 second) 118; 24.1% 179; 36.5% 85; 17.3% 

30 ticks (1.0 second) 71; 14.5% 191; 38.9% 

60 ticks (2.0 seconds) 78; 15.9% 171; 34.8% 

120 ticks (4.0 seconds) 100; 20.4% 164; 33.4 % 

Total number of events 490 
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5.2 Accuracy 

Table 6 shows the accuracy score evaluation of the proposed learning-to-rank model, 

KNN-based classifier (K=5) and professional human observers. Overall, the proposed 

method performs at a similar accuracy with human observers, with the 30-ticks and 60-

ticks models even outperforming them. By following the top-2 ranked entities output 

by the models, the camera can focus on important events as they occur in the game. 

The 15-ticks model missed more events than all other learning-to-rank models. With 

such small 𝛿, the model could only capture limited number of events per time interval, 

resulting in sparse importance values and high variance error. Setting higher 𝛿 value 

could allow the model to capture more events in per time interval and generalise better. 

The KNN-based classifiers do not perform well and are consistently less accurate 

than both learning-to-rank models and human observers. Other than accuracy, during 

the experiments, we found that the KNN approach is significantly slower in making 

predictions. As it needs to store all training examples, KNN produces a very memory 

consumptive model despite having significantly less features. Our method is faster, 

lighter and more suitable for producing predictions in real-time situation. 

6 Discussion and Future Work 

We have presented a novel method of the automated camera movement control for e-

sports spectating. We proposed an innovative approach based on learning-to-rank, spe-

cifically using an AdaRank model trained on replay data, complemented by a simple 

camera controller heuristic. This method was tested using the Dota 2 replay game data. 

We explored the effect of different time intervals 𝛿 and found that 60 ticks model pro-

duce good result while still maintaining reasonable reactiveness. The whole system 

(model + camera controller) was compared against a past machine learning approach 

and human observers and was found to be more accurate. 

In future, we would like to expand the work. Firstly, since the Dota 2 camera is 

embedded inside the game client software without documentation or API, we could 

only follow entities by mimicking keyboard presses to focus on certain heroes. With a 

free camera control which could move to any coordinate in the game, the camera can 

capture more non-hero related events, such as tower destroyed by creeps/illusions, re-

sulting in a more extensive spectating experience. 

Lastly, the produced automated camera system should be viewed from the 

spectators’ perspective and therefore, it is advised to conduct surveys on the camera 

system to evaluate the spectating satisfaction. In addition, as our camera controller is 

implemented with Dota 2 in perspective, we would like to expand the algorithm and 

test our method on games from a different genre, such as first-person shooters. Another 

possible expansion is to incorporate external features such as player’s popularity or 

spectator’s preference in prioritising camera focus. 
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